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Task: Rate LLM outputs on a continuous scale
Use case: document-grounded QA. Annotators evaluate answer completeness with Likert judgments and explanations.
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